Statement on the Endorsement by the Australasian College of Physical Scientists and Engineers in Medicine of the “Ethical Principles for Artificial Intelligence in Medicine” of the Royal Australian and New Zealand College of Radiologists
[bookmark: _GoBack]Algorithms that can simulate human cognition (“artificial intelligence”, AI), and in many cases exceed human cognition, are rapidly becoming pervasive in healthcare. This represents a paradigm shift in the way medical devices are researched, developed, deployed and used. Such a shift has significant implications for the safety of patients, professionals and the public, the acceptance and commissioning of technologies and their ongoing quality assurance.
The ACPSEM recognises the significant role its members play in ensuring the safe introduction and use of AI technologies. The ACPSEM also recognises that the associated operating parameters should be grounded in ethical principles that reflect the needs, care and safety of patients and the clinical teams that care for them.
The ACPSEM endorses the “Ethical Principles for Artificial Intelligence in Medicine” of the Royal Australian and New Zealand College of Radiologists (RANZCR; Ethical Principles for AI in Medicine | RANZCR; August 2019). These principles have been rigorously researched and developed and provide a robust framework for ensuring the universal beneficence of AI technologies. The ACPSEM will integrate these principles into its professional standards and recommendations, will incorporate these principles into the education and training of its members, and will promote the principles in professional and public forums.
The ACPSEM highlights the following qualifications to RANZCR’s principles:
· The ways in which patient data are being utilised in development of AI models are under constant evolution, as are the regulations and protections around those data. Specific principles may need to adapt accordingly whilst adhering to the underlying foundations of safety and privacy, should the adaptation increase beneficence. For example, there may be a benefit to a patient if there is the ability to securely re-identify a patient from their data as used in AI model development or validation.
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